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Abstract—In many real-world applications there is a need to monitor the distribution of a population across different classes, and to track changes in this distribution over time. As an example, an important task is to monitor the percentage of unemployed adults in a given region. When the membership of an individual in a class cannot be established deterministically, a typical solution is the classification task. However, in the above applications the final goal is not determining which class the individual belongs to, but estimating the prevalence of each class in the unlabeled data. This task is called quantification. Most of the work in the literature addressed the quantification problem considering data presented in conventional attribute format. Since the ever-growing availability of web and social media we have a flourish of network data representing a new important source of information and by using quantification network techniques we could quantify collective behavior, i.e., the number of users that are involved in certain type of activities, preferences, or behaviors. In this paper we exploit the homophily effect observed in many social networks in order to construct a quantifier for networked data. Our experiments show the effectiveness of the proposed approaches and the comparison with the existing state-of-the-art quantification methods shows that they are more accurate.

I. INTRODUCTION

Many real-world applications require the estimation and monitoring of the distribution of a population across different classes. Sometime we also need to track the changes in this distribution that may derive from varying reasons. An example of such applications is the important task to determining the percentage (or “prevalence”) of unemployed people across different geographical regions, or genders, or age ranges, or across different time periods. In the literature, this task has been called quantification [6], [7], [9], [25], [28].

Quantification is closely related to classification: however, the goal of classification is different, since in classification we are interested in correctly guessing the true class label of each single individual. Instead, in quantification we are interested in classifying our individuals with the goal of estimating the class prevalence where is not strictly necessary to classify correctly each single individual. Classification and quantification are different because, while a perfect classifier is also a perfect quantifier, not necessarily a good classifier is also a good quantifier. Indeed, a classifier that on the test set generates a similar number of misclassified items in the different classes is a good quantifier because the compensation of the misclassifications leads towards a perfect estimation of the class distribution.

Most of the work have been proposed in the literature for addressing the quantification problem taking into consideration data presented in conventional attribute format. Since the ever-growing availability of web and social media we have a flourish of networking data representing a new important source of information. In this paper we want to address the quantification problem in complex networks. The question that we want to answer in this paper is: how can the quantification task be performed on data describing the relationship among the entities of the system?

The impact of quantification techniques for networking data is potentially high: this because today we are witnessing an ever more effective dissemination of social networks and social media where people express their interests and disseminate information on their opinions, about their habits, and their wishes. The possibility to analyze and quantify the percentage of individuals with specific characteristics or a particular behavior could help the analysis of many social aspects. For example, analyzing Facebook or Google+, where people can set their education level we could estimate the level of education of a population. Similarly, we could determine the distribution of the political orientation or the geographical origin of the social network population.

Tools for network quantification enable the integration of the so-called big data analytics in the consolidated analytical process of the official statistics. An interesting application domain is the monitoring of unemployment by using quantifiers on big data.

In this paper we propose techniques for quantification on networks that exploit the homophily effect observed in many social networks [16], [23], [22]: people tend mostly to relate with others whom they share some interests, ideas or beliefs. Starting from this observation, as a first step our approaches divide of the original network into sub-networks in order to better bound homophily. In particular two different partitioning strategies will be analyzed: one exploiting community discovery while the other adopting the notion of ego-network. The former approach tries to estimate the class prevalence in a networked population taking into account the characteristics of communities composing the entire network and the class frequencies in each community. The latter conversely, partitions the network into ego-networks and tries to infer the class of each unlabeled node in the network by observing the class of its neighborhood.

Our extensive experiments show that our quantification methods for networks, especially that one based on ego-networks, enable more accuracy than existing state-of-the-art quantification methods.

The reminder of the paper is organized as follows. In
Section II we discuss the related works. Section III introduces some background notions and the quantification problem for network data. Section IV describes our methods for quantification in network data based on homophily property. In Section V we provide the complexity analysis for the introduced approaches. In Section VI we show the empirical evaluation of our methods and finally, Section VII concludes the paper.

II. RELATED WORK

The earliest mention of the quantification problem is found in [14], where the task is called counting. However, only 10 years later, in 2005, quantification was firstly addressed as a well defined new data mining task [8], [7], [9]. In this series of papers, Forman proposes several quantification methods and an evaluation measure KLD (Kullback-Leibler divergence). Bella et al. [1] moving from those seminal works, later introduced probabilistic versions of Forman’s methods. Quantification has been applied to several domains. For example, [9] uses it to determine the prevalence of support-related issues in incoming telephone calls received at customer support desks, while [5] use it to estimate the prevalence of response classes in open-ended answers obtained in the context of market research surveys. [13] apply quantification for estimating the distribution of support for different political candidates within blog posts. Differently from all of the above, Xue and Weiss [28] use quantification with the goal of improving the accuracy of classification.

To the best of our knowledge [25] is the only work addressing the quantification problem in the context of networking data, where the goal is estimating class prevalence among a population of nodes in a network. The authors propose an approach, inspired by Forman’s equation, which uses network connectivity information to forecast the distribution of binary labels (identified in the following as + and -) for a subset of unlabeled nodes. For each vertex \( i \) of the test set (i.e. all the unlabeled nodes of the network) they calculate

\[
p(+) = \frac{p(i) - p(i-)}{p(i|+) - p(i|-)}
\]

where \( p(i) \) identifies the probability for a generic node \( v \) of establishing a link with \( i \), while \( p(i|-) \) and \( p(i|+) \) denote the conditional probability for \( v \), given its label (- or +), to be part of an edge with \( i \). Once that \( p(+) \) and \( p(-) \) are computed for all the nodes two steps are performed for the quantification: (i) Cleaning: all the computed scores that do not belong to \([0, 1]\) are discarded; (ii) Class Frequency Estimation: for each class is returned as frequency estimation the median of the cleaned values. The major problem of the this approach is due to the choice of the median as frequency indicator: there is no assurance that the estimation provided for each class will return values that sum to 100%. In their experiments (concerning only datasets with a binary class label), the authors overcome such issue computing Eq. 1 only on a single class and defining the estimation for the second one as its complementary. Obviously, the results obtained by this method varies w.r.t. the initial choice of the class for which computing the median of the distribution. Moreover, due to this choice the applicability of their method is restricted only on a binary class scenario.

As will be explained in Section III-A, a straightforward solution to the quantification problem on networks could be the sampling: unfortunately, it does not capture the possible distribution drift. In the literature, many works have been proposed to understand the way to choose qualified samples applicable to a hidden population. These methods does not consider any information about the network structure. Usually, the approaches based on sampling have the form of chain referral sampling [11], [24]. However, the choice on how drawing initial random sample is still a key unsolved problem [4], [27].

Some studies focus on respondent driven sampling [12] for sampling design and population inference in social networks. The process exploits the social structure to expand the initial sample and reduce its independence on it.

A research field that is only apparently related to quantification is collective classification [21]. Similarly to quantification, here the classification of instances is not viewed in isolation. However, collective classification is radically different from quantification in that its focus is on improving the accuracy of classification by exploiting relationships between the objects to classify (e.g., hypertextual documents that link to each other). The accuracy of collective classification is evaluated at the individual level, rather than at the aggregate level as for quantification.

Quantification has also relations with prevalence estimation from screening tests, an important task in epidemiology ([19], [29]). A screening test is a test that a patient undergoes in order to check if s/he has a given pathology. Tests are often imperfect, i.e., they may give rise to false positives (the patient is incorrectly diagnosed with the pathology) and false negatives (the test wrongly diagnoses the patient to be free from the pathology). Therefore, testing a patient is akin to classifying a document, and using these tests for estimating the prevalence of the pathology in a given population is akin to performing quantification via classification. The main difference between this task and quantification is that a screening test typically has known and fairly constant recall (that epidemiologists call “sensitivity”) and specificity (i.e., recall on the complement of the class), while the same usually does not happen for a classifier. Another related field in statistics is the “randomized response” methodology for conducting privacy-preserving tests, which uses a correction statistics similar to adjusted count post-processing [26].

III. QUANTIFICATION FOR NETWORKS

Quantification is closely related to classification, but their final goal differs. Quantification aims at finding the class frequencies in a set of unlabeled data, while classification aims at determining the class of each specific item in the same dataset. In other words, a quantifier does not care about perfectly predicting the class of a single item, but to guess the global trend of the classes in a new set of data. The problem of quantification in the literature has been addressed considering data presented in conventional attribute format. Recently high-performing approaches based on decision tree variants[17] have been proposed in order to solve it in general contexts. Quantification is an important issue to tackle in order to understand and monitor user behaviors and activities by using social media and web data (i.e., big data) as the source of information.
In this paper we tackle the problem to estimate the frequency of each class in a network.

A. Problem Statement

We model the network as a indirect graph that denote by \( G = (V, E, L) \), where \( V \) is the set of labelled nodes, \( L \) is a set of node labels and \( E \) is a set of edges, i.e. the set of pairs \((u, v)\) where \( u, v \in V \) are nodes. The node labels \( L \) represent the class values and a classifier \( f \) is a function \( f : V \rightarrow L \) that assigns a class label \( l_i \in L \) to each node \( v_j \in V \).

The actual frequency of a class \( l_i \) with respect to a network \( G = (V, E, L) \) is \( \hat{\text{freq}} \text{v}(l_i) = \frac{|\{v_j \in V | f(v_j) = l_i\}|}{|V|}. \) The estimated frequency using the learnt function \( f \), namely the result of the classifier, is \( \hat{\text{freq}}_f(l_i) = \frac{|\{v_j \in V | f(v_j) = l_i\}|}{|V|}. \)

Given the set of nodes \( V \), we denote by \( V_i \) the subset of labeled nodes while we use \( V_u \) to denote the set of unlabeled nodes. In the following sometime we also use "test set" to indicate \( V_u \).

Note that in our setting the classifier is not learnt in an offline phase like typical eager learners. Our function \( f \) defined above, is an instance-based classifier, because it operates on the premises that classification of unknown instances can be done by relating the unknown to the known according to some specific relation between the two kind of instances.

We use the standard notation to indicate the set of true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN) of a binary classifier. We use \( tpr = \frac{TP}{TP + FN} \) to denote the true positive rate and \( fpr = \frac{FP}{TN + FP} \) to denote the false positive rate.

Now we are ready to formally define the quantification on network problem.

**Definition 1 (Network Quantification Problem):** Let \( L = \{l_1, l_2, \ldots, l_n\} \) be a set of class labels. Given a network \( G = (V, E, L) \) and a partition of the nodes \( V \) in labeled \( V_l \) and unlabeled \( V_u \) the network quantification problem consists in finding a classifier \( f \) for the best estimation of the class label distribution in \( V \), i.e., \( \forall l_i \in L \) we want to minimize the difference between the actual frequency \( \text{freq}_{V_l}(l_i) \) and the estimated one \( \hat{\text{freq}}_{V_u}(l_i) \).

The following example highlights the final goal of quantification comparing it with the classification.

**Example 1:** Consider the network in Figure 1(a) where colored nodes are those whose class values are known. Here, the real frequencies of the two classes are: \( \text{freq}(A) = \frac{2}{3} \) and \( \text{freq}(B) = \frac{1}{3} \). Suppose now to apply two different classifiers to predict the class label value of the unlabeled nodes. Figure 1(b) and Figure 1(c) show the result of the two classifiers, where the red dashed nodes represent the misclassified nodes. The percentage of correctly classified node is \( \frac{2}{3} \) and \( \text{freq}(A) = \frac{4}{5} \), so the total percentage of misclassified nodes is \( \frac{1}{5} \). In Figure 1(c) we have two misclassified nodes with an accuracy of \( \frac{1}{3} \) thus this classification is worse than the previous one. However, if we focus on the quantification, we have \( \hat{\text{freq}}(A) = \frac{2}{5} \), that is exactly the real frequency of the class \( A \), i.e., we do not have any quantification error.

This example shows that for quantifying the prevalence of classes accurately, we need to define specific techniques because even if there are some similarities with classification there is not equivalence between the quality of the respective results.

A straightforward solution to the network quantification problem could be the sampling, i.e., we could count the number of instances for each class value in the set of labeled nodes and assume that the same proportion of labels in the test set. However, this approach is not suitable when the class label distribution in the test set is different from the training set, that is the case really interesting for quantification. This is the case in above example. Indeed, we can see that the sampling would return the result depicted in Figure 1(b). In detail, if we do not consider the unlabeled nodes, by sampling we obtain \( \text{freq}(A) = \frac{4}{8} \) and \( \text{freq}(B) = \frac{8}{8} \) while the real frequencies are \( \text{freq}(A) = \frac{5}{11} \) and \( \text{freq}(B) = \frac{6}{11} \).

B. Quantification methods via classification

The typical approach adopted in the literature, to address the quantification problem in data presented in conventional attribute format, is based on standard classification. The idea, introduced in [8], [7], [9], is to use a standard classifier and then post-processing the results with specific methods to improve the quantification accuracy.

Moreover, all the methods proposed so far solve quantification via classification address the binary case: anyway, they can be easily extended to deal with single-label multi-class scenarios. More specifically, in [9] the following methods are introduced to post-process the results of classifiers and optimize them for quantification:

**Classify & Count (CC).** This simple method generates a classifier from the training set \( T_r \), classifies the unlabeled records in the test set, \( T_e \), and estimates for each class label \( l_i \) its frequency \( \text{freq}_{T_r}(l_i) \) by counting the fraction of records in \( T_e \) that have been labeled with \( l_i \). We indicate the estimation computed by this method by \( \text{freq}_{T_r}(l_i) \).

**Adjusted Classify & Count (AC).** This method attempts to improve the results obtained by the previous method by adjusting the quantification obtained by Classify & Count \( \text{freq}_{CC}(l_i) \) with the information about the true positive rate and false positive rate w.r.t. the training set:

\[
\text{freq}_{AC}^{CC}(l_i) = \frac{\text{freq}_{CC}(l_i) - fpr_{T_r}}{tpr_{T_r} - fpr_{T_r}}.
\]

Both methods above can also be used in a network setting after the application of a classifier tailored for network classification. In such scenario the training set \( T_r \) became \( V_l \) while the test set \( T_e \) become \( V_u \). When a classifier provides a prediction score for each node in the network, a classification-based quantification methods can be applied. However, standard classifiers, optimized for predicting the class of single element, are not optimal for quantification. In this paper, we want to exploit the homophily effect observed in many social networks [16], [23], [22] to construct a quantifier for networking data.
IV. QUANTIFICATION BASED ON HOMOPHILY

In this section we introduce the details of our methods for quantification in networking data based on the notion of homophily. In particular, we propose two categories of methods: one based on community discovery and another based on ego-networks.

A. Community Discovery for Quantification

The methods in this category require the execution of two steps: (i) finding the set of communities; (ii) assigning to the unlabeled nodes the class label by using the information extracted from the communities.

The first step of the algorithm is very simple. Given the whole network $G$, containing the nodes of the training and test sets, we apply a community detection algorithm that finds clusters of nodes by taking into account the nodes’ connections and the topological information about the network. So far, in literature many algorithms have been proposed to address the community discovery problem. The proliferation of these algorithms is due to the fact that there is not a unique definition of community in a network. An exhaustive overview on those definitions and the corresponding algorithms can be found in [2]. All those algorithms returns a set of communities that we denote by $C = \{c_1, c_2, \ldots, c_n\}$.

To perform the second step, for each community $c_i$ the class label with the highest frequency is identified and assigned to each unlabeled node in the community. In detail, for each community $c_i$ the algorithm computes the frequency of each class $freq_i(l_i)$ and then identifies the most frequent label that we denote by $L_{max}c_i$. Finally, $L_{max}c_i$ is assigned to each unlabeled node belonging to the community $c_i$.

To clarify how this approach works, in Figure 2 (a) we present a simple example. Specifically, in this network the algorithm of community discovery finds three communities that we identify with the colors red, blue and orange. The second step of our method, after having computed the frequency of each label within each community, will assign to the unlabeled nodes belonging to the red community the class label $A$, to the orange community the class label $B$ and to the blue community the class $A$.

Even if straightforward, this approach is not suitable when the community discovery algorithm returns overlapping communities like in the network depicted in Figure 2 (b).

In these cases, a node can belong to several communities and each community could have a different majority class label. For example in Figure 2 (b) we have a node belonging to the intersection between the red and orange communities. Moreover, the majority class in the red community is $A$ while in the orange one is $B$. Now, the question is: how can we decide the class label for the shared nodes? We propose two different strategies to decide which class label must be assigned to a node belonging to multiple communities:

**Frequency-based Strategy** assigning the class label with the greatest overall relative frequency in the labeled nodes. Thus, if a node $v_j$ belongs to $m$ communities and the set of most frequent classes is $\{L_{max}c_1, L_{max}c_2, \ldots, L_{max}c_h\}$ ($h \leq m$) then, $v_j$ gets the label $L_{max}c_i$ if $freq_i(L_{max}c_i) = \max_{c_i \in C}\{freq_i(L_{max}c_i)\}$.

**Density-based Strategy** assigning the highest frequency class label of the denser community to which the node belongs.

In the above example, related to Figure 2 (b), adopting the frequency strategy we get: in the red community $L_{max_red} = A$ with frequency $\frac{4}{5} = 0.8$, while in the orange community $L_{max_orange} = B$ with frequency $\frac{3}{4} = 0.75$. This implies that we will assign the label $A$ to the shared node because it has a higher frequency. However, following the density policy we get: $density(red) = \frac{7}{10} = 0.7$, $density(orange) = \frac{5}{6} \approx 0.83$ implying that at the shared node will be assigned the label $B$.

After the labeling, we have two possibilities: (i) applying the **Classify & Count** strategy, i.e., we compute in the whole network the distribution of the class values by simple counting the nodes labeled with the same label; or (ii) applying the **Adjusted Classify & Count**, i.e., we adjust the quantification obtained by **Classify & Count** with the information about the true positive rate and false positive rate with respect to the...
nodes in the training set.

The weakness of the methodology described until now is that, if in the network we have some isolated and unlabeled nodes, we are not able to assign labels to them because they do not belong to any community. In these particular cases our strategy is to assign to those nodes the class label by following the same class distribution of the training set, i.e., if we have a known distribution of 0.4 for \( A \) and 0.6 for \( B \) in the training set the isolated nodes of the test set will be assigned respectively 40% to the former class and 60% to the latter.

**B. Ego-networks for Quantification**

An alternative set of methods that we propose in order to solve the problem of quantification on networks are based on the idea of assigning to each specific node the label that is the most frequent in its neighborhood. In this case we are directly exploiting the homophily property. This approach differs from the previous one where the communities are found without considering the information about the class label, but only the topological structure of the network, and only then, as a post-processing step, is performed a label assignment with the basic assumption about the validity of the homophily within each community.

The quantification process presented in this section is also composed of two main steps: (i) extraction of ego networks, and (ii) class label assignment.

1) **Ego-network Extraction**: The first step is to generate a partition of the network \( G \) in different subgraphs, called *ego-networks*. An ego network is a sub-network centered on a particular node who is the subject of the network. The focal point of the network is called the ego. In an ego-network, only nodes that are directly connected to the ego form the extracted substructure. An ego-network enables a focused view on the specific properties of a node, highlighting all its interactions with the neighbors. Figure 3 depicts an ego-network example, showing the relations of the ego node \( A \) (the node identified with the color red) and its neighbors.

Obviously, the definition of ego-network can be extended by taking into account the \( k \)-hop neighborhood; in other words, the size of ego’s neighborhood is expanded by including all nodes to whom the ego has a connection at a path length of \( k \), and all the connections among all of these nodes. Intuitively, the more \( k \) grows the more the homophily tends to decrease.

In our approach, for each node of the test set we extract its ego-network at \( k \)-hops.

2) **Class Label Assignment**: After this step, for each ego-network \( G_{ego} = (V', E', L) \) the algorithm computes the frequency of each class in \( freq_{l}(l_{i}) \) and then identifies the most frequent label that we denote by \( L_{max_{G_{ego}}} \). Finally, \( L_{max_{G_{ego}}} \) is assigned to the ego node.

Also in this case we can have some isolated and unlabeled node that make hard the assignment of the class label because it has no neighbors. As in the previous method, in these particular cases our strategy is to assign to those nodes the class label by following the same class distribution of the training set.

After the assignment of the label to the node, we can apply the *Classify & Count* strategy or the *Adjusted Classify & Count* strategy.

To clarify how this approach works, we discuss a simple example depicted in Figure 4. This figure illustrates the whole process of the algorithm considering ego-network at 1-hop. In particular, Figure 4(a) depicts the original network where the white nodes have unknown class label. This network is the same used in Figure 1. The first step is to extract the ego-networks at 1-hop for each unlabeled (white) node. Figures 4 (b),(c) & (d) show the result of this step. Note that the ego node is indicated by a red border. Then, to each ego node the algorithm assigns the computed label. As a consequence, to the ego node in Figure 4(b) we assign the label \( B \), while to the ego nodes in Figure 4(c) and Figure 4(d) we assign the class label \( A \). This result allows us to obtained a perfect quantifier even if the classification of each node is not perfect as highlighted in Example 1.

**V. COMPLEXITY ANALYSIS**

In this section we discuss the time complexity of the two methods presented above. In the following, we denote by \( V_{i} \) and \( V_{u} \) the set of nodes in the training set and test set respectively.

**Theorem 1**: Let \( G = (V, E, L) \) be a network where \( V = V_{u} \cup V_{t} \). The network quantification approach based on community discovery computes the class distribution in
$O(CD + |V|)$ time, where $O(CD)$ is the time complexity of the community discovery algorithm.

**Proof:** The approach based on community discovery, presented in Section IV-A, is composed of two steps. The first one computes the communities in $O(CD)$ time. Note that, $O(CD)$ depends on the algorithm used. The second one visits the communities for computing the most frequent class of each community and assigns to an unlabeled node $v_l \in V_u$ the class label of its community. The visit of all communities can be computed in $O(|V|)$ time where $|V| = |V_u| + |V_l|$. Therefore, we have a whole complexity equal to $O(CD + |V|)$.

Now, we can present our analysis for the second approach.

**Theorem 2:** Let $G = (V, E, L)$ be a network where $V = V_u \cup V_l$. The network quantification approach based on ego-networks computes the class distribution in $O(|V_u| \times |V_l \cup V_u|)$ time.

**Proof:** The ego-network based approach, presented in Section IV-B, is composed of two steps. The first one computes the ego-networks for each node in the test set $V_u$. Assuming to implement the network with an hash assigning to each node its 1-hop neighbors, then this step requires $O(V_u)$ accesses to the hash. The second step requires the visit of the ego-networks for computing the most frequent label and this step can be computed in $O(|V_u| \times |V|)$ time, where $|V| = |V_l| + |V_u|$, because each node in the test set can have at most $|V|$ neighbors. Therefore, the whole time complexity of the approach is $O(|V_u| + (|V_u| \times |V_l|))$.

VI. EXPERIMENTS

In this section we present the evaluation of our methods and the results obtained from our deep experimentation. First, we provide a description of the data used in our experiments (Section VI-A), then we present an overview of the community discovery algorithms used for the evaluation of our method based on community discovery (Section VI-B). Finally, we show the results of the experiments in Section VI-C.

A. Datasets

In our empirical evaluation of our methods we used the following datasets:

**CoRA**: This dataset comprises computer science research papers: the network is built over papers using as relations for the edges both citation and shared-authors. The number of possible different class labels are 7 (their distribution is reported in Fig.5(a)). The network contains 4,240 nodes and 77,824 edges.

**IMDb**: This dataset comes from the Internet Movie Database, and contains description of movies released in the USA between 1996 and 2001. The class identifies whether the opening weekend box-office sales have exceeded $2$ million (class distribution: 57% and 43% respectively). In our network movies are linked if they share a production company, producer, director, or actor. The network contains 1,440 nodes and 51,481 edges.

**Google+**: Social network built on the Google+ service extended with semantic information. The class labels identify the schools attended by the analyzed users (label distribution is reported in Fig.5(b). Different schools are identified with letters from $A$ to $L$). Our network contains 33,381 nodes and 110,142 edges [10].

B. Community Discovery Methods

To evaluate our quantification methods based on community discovering in our experiments we use two different algorithms for the detection of communities: DEMON [3] and Infohiermap [20]. They provide the opportunity of testing both the case of overlapping communities (DEMON) and the case of non-overlapping ones (Infohiermap).

DEMON uses a democratic approach for discovering the communities in a complex network. This method is based on the notion of ego-network. Each node votes for the communities present in its local view of the network. In practice, the ego network of each node is extracted from the complex network and Label Propagation community discovery algorithm [18] is applied on each ego-network ignoring the presence of the ego node itself, since it will be judged by its peer neighbors. After this step, we obtain for each ego node a set of micro-communities. The next step is a phase called merge, that combines the vote of every node of the network (e.g. the micro-communities) to obtaining as result a set of overlapping modules. In other words, this phase tries to merge communities following principle: “two communities $C_1$ and $C_2$ are merged if and only if at most the $\varepsilon\%$ of the smaller one is not included in the bigger one”. Clearly, here $\varepsilon$ is a parameter of the algorithm and it is set to 0.25 as suggested by the author in the original paper (moreover, an extensive testing phase has shown how, in our case, the chosen value grant communities having higher average clustering coefficient). This algorithm is incremental, allowing to recompute the communities only for newly incoming nodes and edges in an evolving network. Nevertheless, DEMON has also a low theoretical linear time complexity [3]. In following only the results of the micro-communities ones are discussed: this choice was made to reduce the average community size while amplifying the homophily effect.

We choose the second algorithm, Infohiermap [20] because it is one of the most accurate and best performing non-overlapping clustering algorithms. The basic idea of Infohiermap is combining information theoretic techniques and random walks. Specifically, it uses the probability flow of random walks on a network as a proxy for information flows in the real system and then, decomposes the network into clusters by compressing a description of the probability flow. For the random walks compression the algorithm described the paths with a prefix and a suffix. So, each node belonging to the same cluster of the previous node is described only by its suffix, otherwise by prefix and suffix. Then, the suffixes are reused in all prefixes, just like the street names are reused in different cities. The optimal division in different prefixes represent the optimal community partition.

C. Empirical Evaluation

Our evaluation is organized as follows. First, the compared quantifiers are introduced, and highlights on their implementation are given. Then, the measure used to evaluate their

1Available at http://netkit-srl.sourceforge.net/data.html
accuracy is explained; following three different strategies for building the test set are proposed and the experimental results are presented. Moreover, we discuss how network assortativity influences the results of the proposed quantification methods. Lastly, we analyze the effects of the overlaps on the performances obtained by community-based approaches.

1) Network Quantifiers: We compare, on the previously introduced networks, six algorithms: (i-ii) Community Discovery based quantification by Infohiernmap and DEMON; (iii) EG - Ego-network based labeling\(^2\); (iv) LBQ - Link-based quantification, as defined in [25]; (v) wvRN - network classifier, as defined in [15]; and, (vi) Baseline - sampling.

The methodologies we propose were tested in their two variants: Classify & Count and Adjusted Classify & Count. In order to compute the latter for each node \(n \in V\) the proposed algorithms were applied to newly identify its label: in this way, following a leave-one-out strategy, is possible to compute the True Positive Rate and the False Positive Rate on \(V\): estimates of \(tp\) and \(fp\) are needed to adjust the label frequency obtained by the standard Classify & Count. Once computed the new frequencies, a rescaling step is applied to assure that, for each network, the sum of labels’ frequencies is equal to one. It is worth to noting that the Link-based quantification approaches (LBQ), discussed in the related work section II, was slightly modified: the frequencies of labels were assigned using not the median but the mean value of the distribution and, as done for the Adjusted Classify & Count, at the end a normalization step was applied to overcome the highlighted issue (i.e. the sum of the estimated frequencies for labels needs to be equal to one).

2) Kullback-Leibler Divergence.: To evaluate the accuracy of a quantifier we need to compare \(\hat{freq}_{V}(l)\), the frequency computed for the new labeled nodes \(l\), with \(freq_{V}(l)\), its actual frequency. Different measures have been used in the literature for measuring quantification accuracy: the most convincing among the ones proposed so far is the one used by Forman in [9], which uses normalized cross-entropy, better known as Kullback-Leibler Divergence (KLD), defined as:

\[
KLD\left(\hat{freq}_{V}||freq_{V}\right) = \sum_{i=1}^{n} freq_{V}(l_i) \log \frac{\hat{freq}_{V}(l_i)}{freq_{V}(l_i)}
\]

\(^2\)Ego-networks were extracted at one and two hops

It aims at evaluating the information loss when \(\hat{freq}_{V}\) is used as approximation of \(freq_{V}\). It ranges in \([0, +\infty]\); 0 means that the two frequency values are equal for each \(l\) and +\(\infty\) means that their values diverge. If \(freq_{V}(l) = 0\) for at least one class, KLD is not defined: therefore, as in [9], we add a small amount \(\epsilon\) (set to \(\frac{0.5}{|V|}\)) to both numerator and denominator in the log function.

3) Test Set Scenarios.: To better characterize the performance of the compared methodologies we have identified three different scenarios:

- (i) Random: the \(k\)% unlabeled nodes are chosen uniformly at random from the whole network;
- (ii) Top: the chosen nodes are the top\(-k\)% w.r.t. the degree distribution;
- (iii) Bottom: the chosen nodes are the bottom\(-k\)% w.r.t. the degree distribution.

Our aim is to capture the average scenario Random and two more complex ones which identify those cases in which the neighborhood of unlabeled nodes offers too little (Bottom\(-k\)) or too much (Top\(-k\)) information to be exploited for assigning labels. Furthermore, we test all the algorithms by fixing, for each network, the ratio of unlabeled nodes to 10%, 20% and 30% of \(|V|\). As shown in Fig. 6, for the CoRA network (as well as for all the other datasets analyzed) the label frequency distributions computed on the Top\(-k\) and Bottom\(-k\) node samples show variation w.r.t. the one computed on the whole dataset. Conversely, for the Random sampling the frequency distribution does not differ significantly from the complete network’s one. We report for each network a table with the KLDs score of the tested approaches: the best results are highlighted in bold for each value \(k\) and node sampling scenario.

Random sampling: Extracting \(k\)% of the nodes uniformly at random from the original network ensures that the label distribution of \(V_u\) shows a very low drift from the one of \(V_l\). This scenario is very unlikely on real data and in this case also simple approaches, as sampling, can produce good results. In CoRA, as well as in IMDb and Google+ (Table I, II and III), we observe how EG approaches outperform both the baseline and the community-based methods.

Bottom\(-k\) sampling: Populating \(V_u\) with the Bottom\(-k\) nodes
w.r.t. the degree distribution of the network may introduce a drift on the label frequency: this is reflected by the results of the baseline and LBQ which, increasing the size of the sample worsen their KLD. Conversely, our approaches tend to increase the baseline and LBQ which, increasing the size of the sample w.r.t. the degree distribution of the network may introduce a distribution drift due to the unequal sampling introduces a distribution drift due to the unequal

FIG. 6: Label frequency distribution on CoRA for (a) $k = 10\%$ and (b) $k = 30\%$.

<table>
<thead>
<tr>
<th>Method</th>
<th>CoRA</th>
<th>CoRA Bottom</th>
<th>CoRA Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infohiermap AC</td>
<td>6.238e-3</td>
<td>1.324e-2</td>
<td>1.902e-2</td>
</tr>
<tr>
<td>Demon AC</td>
<td>1.031e-2</td>
<td>1.118e-2</td>
<td>1.648e-2</td>
</tr>
<tr>
<td>Demon Density AC</td>
<td>2.276e+0</td>
<td>1.290e-1</td>
<td>1.307e-1</td>
</tr>
<tr>
<td>EG1h AC</td>
<td>1.197e-3</td>
<td>4.395e-3</td>
<td>3.207e-3</td>
</tr>
<tr>
<td>EG2h AC</td>
<td>3.354e-3</td>
<td>5.484e-3</td>
<td>6.124e-3</td>
</tr>
<tr>
<td>LBQ1h</td>
<td>1.990e-1</td>
<td>2.523e-1</td>
<td>3.123e-1</td>
</tr>
<tr>
<td>LBQ2h</td>
<td>1.927e-1</td>
<td>2.478e-1</td>
<td>3.132e-1</td>
</tr>
<tr>
<td>Baseline</td>
<td>7.450e-3</td>
<td>1.512e-2</td>
<td>3.126e-2</td>
</tr>
<tr>
<td>wvRN</td>
<td>2.773e-2</td>
<td>1.684e-2</td>
<td>2.349e-2</td>
</tr>
</tbody>
</table>

TABLE I: CoRA: mean of KLD of predicted and actual quantification for all quantifiers.

<table>
<thead>
<tr>
<th>Method</th>
<th>IMDb</th>
<th>IMDb Bottom</th>
<th>IMDb Top</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infohiermap AC</td>
<td>7.948e-3</td>
<td>1.918e-2</td>
<td>2.124e-2</td>
</tr>
<tr>
<td>Demon</td>
<td>1.321e-1</td>
<td>1.599e-1</td>
<td>1.759e-1</td>
</tr>
<tr>
<td>Demon Density AC</td>
<td>5.451e-2</td>
<td>6.009e-2</td>
<td>2.171e-2</td>
</tr>
<tr>
<td>EG1h</td>
<td>1.716e-1</td>
<td>1.916e-1</td>
<td>1.065e-1</td>
</tr>
<tr>
<td>EG2h</td>
<td>7.248e-1</td>
<td>7.684e-1</td>
<td>5.248e-1</td>
</tr>
</tbody>
</table>

TABLE II: IMDb: mean of KLD of predicted and actual quantification for all quantifiers.

Top-k sampling: Similarly to the Bottom-k, the Top-k node sampling introduces a distribution drift due to the unequal probability for each node to be part of the $V_u$ set. Contrary to the previous sampling strategy, the real challenge here is to correctly discriminate the information given by the high
connectivity of the unlabeled nodes. The selected nodes are hubs: their high degree increases the probability of being connected with nodes that do not share common labels. We can observe how Baseline as well as LBQ and wvRN are not able to record the best performances: community-based approaches on CoRA, IMDb and Google+ show the overall better accuracy.

4) Homophily estimation: Label Assortativity: To justify the discussed results we have analyzed the degree of homophily of our three datasets: to do so, we have used a network measure called assortativity. Assortativity measures the preference of a node to attach to others that are similar in some way, for this reason it can used as a proxy to estimate the overall homophily level within a network w.r.t. a specific feature (i.e. node degree). Due to the problem addressed and to the three proposed test set construction strategies, we will focus on a specific instantiation of this measure: Label Assortativity which measures how much nodes tend to being connected with similar labeled ones. To compute assortativity is commonly used the Pearson correlation coefficient, that lies in $[-1, 1]$: a positive value indicates a correlation between nodes with similar labels, while a negative one denotes relationships between nodes with different labels. When the correlation is equal to 1, the network has a perfect assortative mixing patterns, when it is equal to 0 it is non-assortative, while when it is equal to −1 the network is completely disassortative. CoRA and Google+ have high Label Assortativity (0.6233 and 0.8912, respectively): this reflects positively on the results of the EG quantifiers, which (almost always) outperform the other approaches, exploiting directly the homophily property. Instead, on IMDb which has a lower Label Assortativity (0.5804−0.1792), i.e. lower homophily, community-based approaches, exploiting indirectly the homophily property, do not able to record the best performances: community-based approaches on CoRA, IMDb and Google+ show the overall better performances.

VII. Conclusion

In this work we have proposed two approaches for performing quantification in complex networks. Our quantification methods exploit the homophily effect observed in many social networks. The first method, based on community discovery, estimates class prevalence in a population by considering the characteristics of the communities composing the entire network, while the second approach infers the class of each node in the network by observing the class distribution in its neighborhood. The thorough experimental evaluation that we have carried out shows that our methods outperform state-of-the-art quantifiers. Given the ever-growing availability of social networks and social media, solving the quantification problem on networks opens up new avenues for the estimation of social indicators based on big data, provided that we can rely on relatively small surveys of labeled data. Moreover, in the experimental section we have seen that the proposed approaches are stable w.r.t. variations on the criteria used to build the test set. Such is an highly valuable property because quantification major impact emerge when analyzing dynamic networks: in such scenarios make assumption on the class distribution of novel nodes is not an easy task and being able to continuously providing a valid estimate can be crucial to support decision processes.
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