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Abstract—In many real-world applications there is a need
to monitor the distribution of a population across different
classes, and to track changes in this distribution over time. As
an example, an important task is to monitor the percentage of
unemployed adults in a given region. When the membership of
an individual in a class cannot be established deterministically, a
typical solution is the classification task. However, in the above
applications the final goal is not determining which class the
individuals belong to, but estimating the prevalence of each class
in the unlabeled data. This task is called quantification. Most of
the work in the literature addressed the quantification problem
considering data presented in conventional attribute format. Since
the ever-growing availability of web and social media we have a
flourish of network data representing a new important source of
information and by using quantification network techniques we
could quantify collective behavior, i.e., the number of users that
are involved in certain type of activities, preferences, or behaviors.
In this paper we exploit the homophily effect observed in many
social networks in order to construct a quantifier for networked
data. Our experiments show the effectiveness of the proposed
approaches and the comparison with the existing state-of-the-art
quantification methods shows that they are more accurate.

I. INTRODUCTION

Many real-world applications require the estimation and mon-
itoring of the distribution of a population across different
classes. Sometime we also need to track the changes in this
distribution that may derive from varying reasons. An example
of such applications is the important task to determining the
percentage (or “prevalence”) of unemployed people across
different geographical regions, or genders, or age ranges, or
across different time periods. In the literature, this task has
been called quantification [6], [7], [9], [25], [28].

Quantification is closely related to classification: however,
the goal of classification is different, since in classification
we are interested in correctly guessing the true class label
of each single individual. Instead, in quantification we are
interested in classifying our individuals with the goal of
estimating the class prevalence where is not strictly necessary
to classify correctly each single individual. Classification and
quantification are different because, while a perfect classifier
is also a perfect quantifier, not necessarily a good classifier
is also a good quantifier. Indeed, a classifier that on the test
set generates a similar number of misclassified items in the
different classes is a good quantifier because the compensation
of the misclassifications leads towards a perfect estimation of
the class distribution.

Most of the work have been proposed in the literature for
addressing the quantification problem taking into consideration

data presented in conventional attribute format. Since the ever-
growing availability of web and social media we have a flourish
of networking data representing a new important source of
information. In this paper we want to address the quantification
problem in complex networks. The question that we want
to answer in this paper is: how can the quantification task
be performed on data describing the relationship among the
entities of the system?

The impact of quantification techniques for networking
data is potentially high: this because today we are witness-
ing an ever more effective dissemination of social networks
and social media where people express their interests and
disseminate information on their opinions, about their habits,
and their wishes. The possibility to analyze and quantify the
percentage of individuals with specific characteristics or a
particular behavior could help the analysis of many social
aspects. For example, analyzing Facebook or Google+, where
people can set their education level we could estimate the level
of education of a population. Similarly, we could determine
the distribution of the political orientation or the geographical
origin of the social network population.

Tools for network quantification enable the integration of
the so-called big data analytics in the consolidated analytical
process of the official statistics. An interesting application do-
main is the monitoring of unemployment by using quantifiers
on big data.

In this paper we propose techniques for quantification on
networks that exploit the homophily effect observed in many
social networks [16], [23], [22]: people tend mostly to relate
with others whom they share some interests, ideas or beliefs.
Starting from this observation, as a first step our approaches
divide of the original network into sub-networks in order to
better bound homophily. In particular two different partitioning
strategies will be analyzed: one exploiting community discov-
ery while the other adopting the notion of ego-network. The
former approach tries to estimate the class prevalence in a
networked population taking into account the characteristics
of communities composing the entire network and the class
frequencies in each community. The latter conversely, parti-
tions the network into ego-networks and tries to infer the class
of each unlabeled node in the network by observing the class
of its neighborhood.

Our extensive experiments show that our quantification
methods for networks, especially that one based on ego-
networks, enable more accuracy than existing state-of-the-art
quantification methods.

The reminder of the paper is organized as follows. In



Section II we discuss the related works. Section III introduces
some background notions and the quantification problem for
network data. Section IV describes our methods for quantifica-
tion in network data based on homophily property. In Section
V we provide the complexity analysis for the introduced
approaches. In Section VI we show the empirical evaluation
of our methods and finally, Section VII concludes the paper.

II. RELATED WORK

The earliest mention of the quantification problem is found
in [14], where the task is called counting. However, only 10
years later, in 2005, quantification was firstly addressed as a
well defined new data mining task [8], [7], [9]. In this series of
papers, Forman proposes several quantification methods and an
evaluation measure KLD (Kullback-Leibler divergence). Bella
et al. [1] moving from those seminal works, later introduced
probabilistic versions of Forman’s methods.
Quantification has been applied to several domains. For ex-
ample, [9] uses it to determine the prevalence of support-
related issues in incoming telephone calls received at customer
support desks, while [5] use it to estimate the prevalence
of response classes in open-ended answers obtained in the
context of market research surveys. [13] apply quantification
for estimating the distribution of support for different political
candidates within blog posts. Differently from all of the
above, Xue and Weiss [28] use quantification with the goal
of improving the accuracy of classification.

To the best of our knowledge [25] is the only work address-
ing the quantification problem in the context of networking
data, where the goal is estimating class prevalence among a
population of nodes in a network. The authors propose an
approach, inspired by Forman’s equation, which uses network
connectivity information to forecast the distribution of binary
labels (identified in the following as + and - ) for a subset of
unlabeled nodes. For each vertex i of the test set (i.e. all the
unlabeled nodes of the network) they calculate

p(+) =
p(i)− p(i|−)
p(i|+)− p(i|−)

(1)

where p(i) identifies the probability for a generic node v of
establishing a link with i, while p(i|−) and p(i|+) denote the
conditional probability for v, given its label (- or +), to be part
of an edge with i. Once that p(+) and p(−) are computed for
all the nodes two steps are performed for the quantification:
(i) Cleaning: all the computed scores that do not belong to
[0, 1] are discarded; (ii) Class Frequency Estimation: for each
class is returned as frequency estimation the median of the
cleaned values. The major problem of the this approach is due
to the choice of the median as frequency indicator: there is no
assurance that the estimation provided for each class will return
values that sum to 100%. In their experiments (concerning only
datasets with a binary class label), the authors overcome such
issue computing Eq. 1 only on a single class and defining the
estimation for the second one as its complementary. Obviously,
the results obtained by this method varies w.r.t. the initial
choice of the class for which computing the median of the
distribution. Moreover, due to this choice the applicability of
their method is restricted only on a binary class scenario.

As will be explained in Section III-A, a straightforward
solution to the quantification problem on networks could be

the sampling; unfortunately, it does not capture the possible
distribution drift. In the literature, many works have been
proposed to understand the way to choose qualified samples
applicable to a hidden population. These methods does not
consider any information about the network structure. Usually,
the approaches based on sampling have the form of chain
referral sampling [11], [24]. However, the choice on how
drawing initial random sample is still a key unsolved problem
[4], [27].

Some studies focus on respondent driven sampling [12] for
sampling design and population inference in social networks.
The process exploits the social structure to expand the initial
sample and reduce its independence on it.

A research field that is only apparently related to quantifica-
tion is collective classification [21]. Similarly to quantification,
here the classification of instances is not viewed in isolation.
However, collective classification is radically different from
quantification in that its focus is on improving the accuracy of
classification by exploiting relationships between the objects
to classify (e.g., hypertextual documents that link to each
other). The accuracy of collective classification is evaluated
at the individual level, rather than at the aggregate level as for
quantification.

Quantification has also relations with prevalence estimation
from screening tests, an important task in epidemiology ([19],
[29]). A screening test is a test that a patient undergoes in
order to check if s/he has a given pathology. Tests are often
imperfect, i.e., they may give rise to false positives (the patient
is incorrectly diagnosed with the pathology) and false negatives
(the test wrongly diagnoses the patient to be free from the
pathology). Therefore, testing a patient is akin to classifying a
document, and using these tests for estimating the prevalence
of the pathology in a given population is akin to performing
quantification via classification. The main difference between
this task and quantification is that a screening test typically
has known and fairly constant recall (that epidemiologists call
“sensitivity”) and specificity (i.e., recall on the complement
of the class), while the same usually does not happen for a
classifier. Another related field in statistics is the “random-
ized response” methodology for conducting privacy-preserving
tests, which uses a correction statistics similar to adjusted
count post-processing [26].

III. QUANTIFICATION FOR NETWORKS

Quantification is closely related to classification, but their
final goal differs. Quantification aims at finding the class
frequencies in a set of unlabeled data, while classification
aims at determining the class of each specific item in the
same dataset. In other words, a quantifier does not care about
perfectly predicting the class of a single item, but to guess the
global trend of the classes in a new set of data.
The problem of quantification in the literature has been ad-
dressed considering data presented in conventional attribute
format. Recently high-performing approaches based on deci-
sion tree variants[17] have been proposed in order to solve
it in general contexts. Quantification is an important issue to
tackle in order to understand and monitor user behaviors and
activities by using social media and web data (i.e., big data)
as the source of information.



In this paper we tackle the problem to estimate the fre-
quency of each class in a network.

A. Problem Statement

We model the network as a indirect graph that denote by
G = (V,E,L), where V is the set of labelled nodes, L is a
set of node labels and E is a set of edges, i.e. the set of pairs
(u, v) where u, v ∈ V are nodes. The node labels L represent
the class values and a classifier f is a function f : V → L
that assigns a class label li ∈ L to each node vj ∈ V .

The actual frequency of a class li with respect to a network
G = (V,E, L) is freqV (li) =

|{vj∈V |vj .class=li}|
|V | . The

estimated frequency using the learnt function f , namely the
result of the classifier, is f̂ reqL(li) =

|{vj∈V |f(vj)=li}|
|V | .

Given the set of nodes V , we denote by Vl the subset of
labeled nodes while we use Vu to denote the set of unlabeled
nodes. In the following sometime we also use “test set” to
indicate Vu.

Note that in our setting the classifier is not learnt in an
offline phase like typical eager learners. Our function f defined
above, is an instance-based classifier, because it operates on
the premises that classification of unknown instances can be
done by relating the unknown to the known according to some
specific relation between the two kind of instances.

We use the standard notation to indicate the set of true
positives (TP ), false positives (FP ), true negatives (TN ) and
false negatives (FN ) of a binary classifier. We use tpr =

TP
TP+FN to denote the true positive rate and fpr = FP

TN+FP
to denote the false positive rate.

Now we are ready to formally define the quantification on
network problem.

Definition 1 (Network Quantification Problem): Let L =
{l1, l2, . . . , ln} be a set of class labels. Given a network
G = (V,E, L) and a partition of the nodes V in labeled Vl
and unlabeled Vu the network quantification problem consists
in finding a classifier f for the best estimation of the class
label distribution in Vu, i.e., ∀li ∈ L we want to minimize the
difference between the actual frequency freqVu(li) and the
estimated one f̂ reqVu

(li).

The following example highlights the final goal of quan-
tification comparing it with the classification.

Example 1: Consider the network in Figure 1(a) where
colored nodes are those whose class values are known. Here,
the real frequencies of the two classes are: freq(A) = 5

11
and freq(B) = 6

11 . Suppose now to apply two different
classifiers to predict the class label value of the unlabeled
nodes. Figure 1(b) and Figure 1(c) show the result of the
two classifiers, where the red dashed nodes represent the
misclassified nodes. The percentage of correctly classified node
is 2

3 and f̂ req(A) = 4
11 , so the total percentage of misclassified

nodes is 1
11 . In Figure 1(c) we have two misclassified nodes

with an accuracy of 1
3 thus this classification is worse than the

previous one. However, if we focus on the quantification, we
have f̂ req(A) = 5

11 , that is exactly the real frequency of the
class A, i.e., we do not have any quantification error.

This example shows that for quantifying the prevalence
of classes accurately, we need to define specific techniques
because even if there are some similarities with classification
there is not equivalence between the quality of the respective
results.

A straightforward solution to the network quantification
problem could be the sampling, i.e., we could count the number
of instances for each class value in the set of labeled nodes
and assume that the same proportion of labels in the test set.
However, this approach is not suitable when the class label
distribution in the test set is different from the training set,
that is the case really interesting for quantification. This is the
case in above example. Indeed, we can see that the sampling
would return the result depicted in Figure 1(b). In detail, if we
do not consider the unlabeled nodes, by sampling we obtain
freq(A) = 3

8 and freq(B) = 5
8 while the real frequencies

are freq(A) = 5
11 and freq(B) = 6

11 .

B. Quantification methods via classification

The typical approach adopted in the literature, to address
the quantification problem in data presented in conventional
attribute format, is based on standard classification. The idea,
introduced in [8], [7], [9], is to use a standard classifier
and then post-processing the results with specific methods to
improve the quantification accuracy.

Moreover, all the methods proposed so far solve quan-
tification via classification address the binary case: anyway,
they can be easily extended to deal with single-label multi-
class scenarios. More specifically, in [9] the following methods
are introduced to post-process the results of classifiers and
optimize them for quantification:

Classify & Count (CC). This simple method generates a
classifier from the training set Tr, classifies the unlabeled
records in the test set, Te, and estimates for each class label li
its frequency freqTe

(li) by counting the fraction of records in
Te that have been labeled with li. We indicate the estimation
computed by this method by f̂ req

CC

Te
(li).

Adjusted Classify & Count (AC). This method attempts
to improve the results obtained by the previous method by
adjusting the quantification obtained by Classify & Count

f̂ req
CC

Te
(li) with the information about the true positive rate

and false positive rate w.r.t. the training set:

f̂ req
AC

Te
(li) =

f̂ req
CC

Te
(li)− fprTr

tprTr
− fprTr

. (2)

Both methods above can also be used in a network setting
after the application of a classifier tailored for network classifi-
cation. In such scenario the training set Tr became Vl while the
test set Te become Vu. When a classifier provides a prediction
score for each node in the network, a classification-based
quantification methods can be applied. However, standard
classifiers, optimized for predicting the class of single element,
are not optimal for quantification. In this paper, we want to
exploit the homophily effect observed in many social networks
[16], [23], [22] to construct a quantifier for networking data.
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Fig. 1: Network quantification vs Classification

IV. QUANTIFICATION BASED ON HOMOPHILY

In this section we introduce the details of our methods
for quantification in networking data based on the notion
of homophily. In particular, we propose two categories of
methods: one based on community discovery and another
based on ego-networks.

A. Community Discovery for Quantification

The methods in this category require the execution of two
steps: (i) finding the set of communities; (ii) assigning to
the unlabeled nodes the class label by using the information
extracted from the communities.

The first step of the algorithm is very simple. Given the
whole network G, containing the nodes of the training and
test sets, we apply a community detection algorithm that finds
clusters of nodes by taking into account the nodes’ connections
and the topological information about the network. So far,
in literature many algorithms have been proposed to address
the community discovery problem. The proliferation of these
algorithms is due to the fact that there is not a unique definition
of community in a network. An exhaustive overview on those
definitions and the corresponding algorithms can be found in
[2]. All those algorithms returns a set of communities that we
denotes by C = {c1, c2, . . . , cn}.

To perform the second step, for each community ci the
class label with the highest frequency is identified and assigned
to each unlabeled node in the community. In detail, for each
community ci the algorithm computes the frequency of each
class freqci(li) and then identifies the most frequent label that
we denote by Lmaxci . Finally, Lmaxci is assigned to each
unlabeled node belonging to the community ci.

To clarify how this approach works, in Figure 2 (a) we
present a simple example. Specifically, in this network the al-
gorithm of community discovery finds three communities that
we identify with the colors red, blue and orange. The second
step of our method, after having computed the frequency of
each label within each community, will assign to the unlabeled
nodes belonging to the red community the class label A, to the
orange community the class label B and to the blue community
the class A.

Even if straightforward, this approach is not suitable when
the community discovery algorithm returns overlapping com-
munities like in the network depicted in Figure 2 (b).

In these cases, a node can belong to several communities
and each community could have a different majority class
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BB
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(a) Neat partition
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(b) Smooth partition

Fig. 2: Community based quantification without overlaps (a)
and with overlaps (b)

label. For example in Figure 2 (b) we have a node belonging
to the intersection between the red and orange communities.
Moreover, the majority class in the red community is A while
in the orange one is B. Now, the question is: how can we
decide the class label for the shared nodes? We propose two
different strategies to decide which class label must be assigned
to a node belonging to multiple communities:
Frequency-based Strategy assigning the class label with
the greatest overall relative frequency in the labeled nodes.
Thus, if a node vj belongs to m communities and the set
of most frequent classes is {Lmaxc1 , Lmaxc2 , . . . , Lmaxch}
(h ≤ m) then, vj gets the label Lmaxci if freqci(Lmaxci) =
maxci∈C{freqci(Lmaxci)}.
Density-based Strategy assigning the highest frequency class
label of the denser community to which the node belongs.

In the above example, related to Figure 2 (b), adopting the
frequency strategy we get: in the red community Lmaxred =
A with frequency 4

5 = 0.8, while in the orange community
Lmaxorange = B with frequency 3

4 = 0.75. This implies that
we will assign the label A to the shared node because it has
a higher frequency. However, following the density policy we
get: density(red) = 7

10 = 0.7, density(orange) = 5
6 ' 0.83

implying that at the shared node will be assigned the label B.

After the labeling, we have two possibilities: (i) applying
the Classify & Count strategy, i.e., we compute in the whole
network the distribution of the class values by simple counting
the nodes labeled with the same label; or (ii) applying the
Adjusted Classify & Count, i.e., we adjust the quantification
obtained by Classify & Count with the information about the
true positive rate and false positive rate with respect to the
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Fig. 3: Ego-network at 1-hop and 2-hops

nodes in the training set.

The weakness of the methodology described until now is
that, if in the network we have some isolated and unlabeled
nodes, we are not able to assign labels to them because they
do not belong to any community. In these particular cases our
strategy is to assign to those nodes the class label by following
the same class distribution of the training set, i.e. if we have a
known distribution of 0.4 for A and 0.6 for B in the training set
the isolated nodes of the test set will be assigned respectively
40% to the former class and 60% to the latter.

B. Ego-networks for Quantification

An alternative set of methods that we propose in order to
solve the problem of quantification on networks are based on
the idea of assigning to each specific node the label that is the
most frequent in its neighborhood. In this case we are directly
exploiting the homophily property. This approach differs from
the previous one where the communities are found without
considering the information about the class label, but only the
topological structure of the network, and only then, as a post-
processing step, is performed a label assignment with the basic
assumption about the validity of the homophily within each
community.
The quantification process presented in this section is also
composed of two main steps: (i) extraction of ego networks,
and (ii) class label assignment.

1) Ego-network Extraction: The first step is to generate
a partition of the network G in different subgraphs, called
ego-networks. An ego network is a sub-network centered on a
particular node who is the subject of the network. The focal
point of the network is called the ego. In an ego-network, only
nodes that are directly connected to the ego form the extracted
substructure. An ego-network enables a focused view on the
specific properties of a node, highlighting all its interactions
with the neighbors. Figure 3 depicts an ego-network example,
showing the relations of the ego node A (the node identified
with the color red) and its neighbors.

Obviously, the definition of ego-network can be extended
by taking into account the k-hop neighborhood; in other words,
the size of ego’s neighborhood is expanded by including all
nodes to whom the ego has a connection at a path length of k,
and all the connections among all of these nodes. Intuitively,
the more k grows the more the homophily tends to decrease.

In our approach, for each node of the test set we extract
its ego-network at k-hops.
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Fig. 4: Ego-network based quantification. (a) the full graph
with labeled and unlabeled nodes; (b-c-d) 1-hop ego-networks
of the unlabeled nodes.

2) Class Label Assignment: After this step, for each ego-
network Gego = (V ′, E′, L) the algorithm computes the
frequency of each class in freqV ′(li) and then identifies the
most frequent label that we denote by LmaxGego

. Finally,
LmaxGego is assigned to the ego node.

Also in this case we can have some isolated and unlabeled
node that make hard the assignment of the class label because it
has no neighbors. As in the previous method, in these particular
cases our strategy is to assign to those nodes the class label
by following the same class distribution of the training set.

After the assignment of the label to the node, we can apply
the Classify & Count strategy or the Adjusted Classify & Count
strategy.

To clarify how this approach works, we discuss a simple
example depicted in Figure 4. This figure illustrates the whole
process of the algorithm considering ego-network at 1-hop. In
particular, Figure 4(a) depicts the original network where the
white nodes have unknown class label. This network is the
same used in Figure 1. The first step is to extract the ego-
networks at 1-hop for each unlabeled (white) node. Figures 4
(b),(c) & (d) show the result of this step. Note that the ego
node is indicated by a red border. Then, to each ego node the
algorithm assigns the computed label. As a consequence, to the
ego node in Figure 4(b) we assign the label B, while to the ego
nodes in Figure 4(c) and Figure 4(d) we assign the class label
A. This result allows us to obtained a perfect quantifier even
if the classification of each node is not perfect as highlighted
in Example 1.

V. COMPLEXITY ANALYSIS

In this section we discuss the time complexity of the two
methods presented above. In the following, we denote by
Vl and Vu the set of nodes in the training set and test set
respectively.

Theorem 1: Let G = (V,E,L) be a network where
V = Vu ∪ Vl. The network quantification approach based
on community discovery computes the class distribution in



O(CD + |V |) time, where O(CD) is the time complexity of
the community discovery algorithm.

Proof: The approach based on community discovery,
presented in Section IV-A, is composed of two steps. The first
one computes the communities in O(CD) time. Note that,
O(CD) depends on the algorithm used. The second one visits
the communities for computing the most frequent class of each
community and assigns to an unlabeled node vi ∈ Vu the class
label of its community. The visit of all communities can be
computed in O(|V |) time where |V | = |Vu|+ |Vl|. Therefore,
we have a whole complexity equal to O(CD + |V |).

Now, we can present our analysis for the second approach.

Theorem 2: Let G = (V,E, L) be a network where V =
Vu ∪ Vl. The network quantification approach based on ego-
networks computes the class distribution in O(|Vu|×|Vl∪Vu|)
time.

Proof: The ego-network based approach, presented in
Section IV-B, is composed of two steps. The first one computes
the ego-networks for each node in the test set Vu. Assuming to
implement the network with an hash assigning to each node its
1-hop neighbors, then this step requires O(Vu) accesses to the
hash. The second step requires the visit of the ego-networks
for computing the most frequent label and this step can be
computed in O(|Vu| × |V |) time, where |V | = |Vl| + |Vu|,
because each node in the test set can have at most |V | neigh-
bors. Therefore, the whole time complexity of the approach is
O(|Vu|+ (|Vu| × |V |)).

VI. EXPERIMENTS

In this section we present the evaluation of our methods
and the results obtained from our deep experimentation. First,
we provide a description of the data used in our experiments
(Section VI-A), then we present an overview of the community
discovery algorithms used for the evaluation of our method
based on community discovery (Section VI-B). Finally, we
show the results of the experiments in Section VI-C

A. Datasets

In our empirical evaluation of our methods we used the
following datasets:

CoRA1: This dataset comprises computer science research
papers: the network is built over papers using as relations
for the edges both citation and shared-authors. The number
of possible different class labels are 7 (their distribution is
reported in Fig.5(a)). The network contains 4,240 nodes and
77,824 edges.

IMDb1: This dataset comes from the Internet Movie Database,
and contains description of movies released in the USA
between 1996 and 2001. The class identifies whether the
opening weekend box-office sales have exceeded $2 million
(class distribution: 57% and 43% respectively). In our net-
work movies are linked if they share a production company,
producer, director, or actor. The network contains 1,440 nodes
and 51,481 edges.

1Available at http://netkit-srl.sourceforge.net/data.html

Google+: Social network built on the Google+ service ex-
tended with semantic information. The class labels identify
the schools attended by the analyzed users (label distribution
is reported in Fig.5(b). Different schools are identified with
letters from A to L). Our network contains 33,381 nodes and
110,142 edges [10].

B. Community Discovery Methods

To evaluate our quantification methods based on com-
munity discovering in our experiments we use two different
algorithms for the detection of communities: DEMON [3] and
Infohiermap [20]. They provide the opportunity of testing both
the case of overlapping communities (DEMON) and the case
of non-overlapping ones (Infohiermap).
DEMON uses a democratic approach for discovering the com-
munities in a complex network. This method is based on the
notion of ego-network. Each node votes for the communities
present in its local view of the network. In practice, the ego
network of each node is extracted from the complex network
and Label Propagation community discovery algorithm [18]
is applied on each ego-network ignoring the presence of the
ego node itself, since it will be judged by its peer neighbors.
After this step, we obtain for each ego node a set of micro-
communities. The next step is a phase called merge, that
combines the vote of every node of the network (e.g. the
micro-communities) to obtaining as result a set of overlapping
modules. In other words, this phase tries to merge communities
following principle: “two communities C1 and C2 are merged
if and only if at most the ε% of the smaller one is not included
in the bigger one”. Clearly, here ε is a parameter of the
algorithm and it is set to 0.25 as suggested by the author in
the original paper (moreover, an extensive testing phase has
shown how, in our case, the chosen value grant communities
having higher average clustering coefficient). This algorithm
is incremental, allowing to recompute the communities only
for newly incoming nodes and edges in an evolving network.
Nevertheless, DEMON has also a low theoretical linear time
complexity [3]. In following only the results of the micro-
communities ones are discussed: this choice was made to
reduce the average community size while amplifying the
homophily effect.
We choose the second algorith, Infohiermap [20] because it is
one of the most accurate and best performing non-overlapping
clustering algorithms. The basic idea of Infohiermap is com-
bining information theoretic techniques and random walks.
Specifically, it uses the probability flow of random walks on a
network as a proxy for information flows in the real system and
then, decomposes the network into clusters by compressing
a description of the probability flow. For the random walks
compression the algorithm described the paths with a prefix
and a suffix. So, each node belonging to the same cluster of
the previous node is described only by its suffix, otherwise by
prefix and suffix. Then, the suffixes are reused in all prefixes,
just like the street names are reused in different cities. The
optimal division in different prefixes represent the optimal
community partition.

C. Empirical Evaluation

Our evaluation is organized as follows. First, the compared
quantifiers are introduced, and highlights on their implemen-
tation are given. Then, the measure used to evaluate their
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Fig. 5: Label Frequencies. (a) CoRA, (b) Google+

accuracy is explained; following three different strategies for
building the test set are proposed and the experimental results
are presented. Moreover, we discuss how network assortativity
influences the results of the proposed quantification methods.
Lastly, we analyze the effects of the overlaps on the perfor-
mances obtained by community-based approaches.

1) Network Quantifiers: We compare, on the previously
introduced networks, six algorithms: (i-ii) Community Discov-
ery based quantification by Infohiermap and DEMON; (iii)
EG - Ego-network based labeling2; (iv) LBQ - Link-based
quantification, as defined in [25]; (v) wvRN - network classifier,
as defined in [15]; and, (vi) Baseline - sampling.

The methodologies we propose were tested in their two
variants: Classify & Count and Adjusted Classify & Count. In
order to compute the latter for each node n ∈ Vl the proposed
algorithms were applied to newly identify its label: in this way,
following a leave-one-out strategy, is possible to compute the
True Positive Rate and the False Positive Rate on Vl: estimates
of tpr and fpr are needed to adjust the label frequency
obtained by the standard Classify & Count. Once computed
the new frequencies, a rescaling step is applied to assure that,
for each network, the sum of labels’ frequencies is equal to
one. It is worth to noting that the Link-based quantification
approaches (LBQ), discussed in the related work section II,
was slightly modified: the frequencies of labels were assigned
using not the median but the mean value of the distribution
and, as done for the Adjusted Classify & Count, at the end
a normalization step was applied to overcome the highlighted
issue (i.e. the sum of the estimated frequencies for labels needs
to be equal to one).

2) Kullback-Leibler Divergence.: To evaluate the accuracy
of a quantifier we need to compare f̂ reqV(li), the frequency
computed for the new labeled nodes li, with freqV(li), its
actual frequency. Different measures have been used in the
literature for measuring quantification accuracy: the most con-
vincing among the ones proposed so far is the one used by
Forman in [9], which uses normalized cross-entropy, better
known as Kullback-Leibler Divergence (KLD), defined as:

KLD
(
freqV ||f̂ reqV

)
=

n∑
i=1

freqV(li) log
freqV(li)

f̂ reqV(li)

2Ego-networks were extracted at one and two hops

It aims at evaluating the information loss when f̂ reqV is used
as approximation of freqV . It ranges in [0,+∞): 0 means that
the two frequency values are equal for each li and +∞ means
that their values diverge. If f̂ reqV(li) = 0 for at least one
class, KLD is not defined: therefore, as in [9], we add a small
amount ε (set to 0.5

|Vu| ) to both numerator and denominator in
the log function.

3) Test Set Scenarios.: To better characterize the perfor-
mance of the compared methodologies we have identified three
different scenarios:

• (i) Random: the k% unlabeled nodes are chosen uni-
formly at random from the whole network;

• (ii) Top: the chosen nodes are the top-k% w.r.t. the
degree distribution;

• (iii) Bottom: the chosen nodes are the bottom-k%
w.r.t. the degree distribution.

Our aim is to capture the average scenario Random and two
more complex ones which identify those cases in which the
neighborhood of unlabeled nodes offers too little (Bottom-k)
or too much (Top-k) information to be exploited for assigning
labels. Furthermore, we test all the algorithms by fixing, for
each network, the ratio of unlabeled nodes to 10%, 20% and
30% of |V |. As shown in Fig. 6, for the CoRA network
(as well as for all the other datasets analyzed) the label
frequency distributions computed on the Top-k and Bottom-
k node samples show variation w.r.t. the one computed on
the whole dataset. Conversely, for the Random sampling the
frequency distribution does not differ significantly from the
complete network’s one. We report for each network a table
with the KLDs score of the tested approaches: the best results
are highlighted in bold for each value k and node sampling
scenario.
Random sampling: Extracting k% of the nodes uniformly
at random from the original network ensures that the label
distribution of Vu shows a very low drift from the one of Vl.
This scenario is very unlikely on real data and in this case also
simple approaches, as sampling, can produce good results. In
CoRA, as well as in IMDb and Google+ (Table I, II and III),
we observe how EG approaches outperform both the baseline
and the community-based methods.
Bottom-k sampling: Populating Vu with the Bottom-k nodes
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Fig. 6: Label frequency distribution on CoRA for (a) k = 10% and (b) k = 30%.

CoRA CoRA Bottom CoRA Top
Method 10 20 30

Infohiermap
Demon
Demon Density
EG1h
EG2h
Infohiermap AC
Demon AC
Demon Density AC
EG1h AC
EG2h AC
LBQ1h
LBQ2h
Baseline
wvRN

1.369e-2
1.777e-2
5.425e-3
6.719e-3
1.459e-2
6.2387e-3
1.031e-2
2.276e+0
1.197e-3
3.354e-3
1.990e-1
1.927e-1
7.450e-3
2.773e-2

3.276e-2
2.578e-2
1.7375e-2
1.533e-2
1.149e-2
1.324e-2
1.118e-2
1.290e-1
4.395e-3
5.484e-3
2.523e-1
2.478e-1
1.512e-2
1.684e-2

4.026e-2
3.830e-2
3.273e-2
3.003e-2
4.081e-2
1.902e-2
1.648e-2
1.307e-1
3.207e-3
6.124e-3
2.333e-1
2.313e-1
3.126e-2
2.349e-2

10 20 30
4.213e-2
4.779e-2
5.238e-2
5.194e-2
1.909e-2
3.724e-2
4.290e-2
1.170e-1
2.884e-2
2.926e-2
3.132e-1
3.132e-1
5.285e-2
1.353e-1

2.895e-2
3.671e-2
3.695e-2
3.951e-2
2.111e-2
2.401e-2
3.277e-2
2.574e+0
2.386e-2
2.045e-2
2.750e-1
2.772e-1
4.789e-2
6.965e-2

3.737e-2
4.173e-2
4.627e-2
4.762e-2
2.486e-2
3.454e-2
3.890e-2
1.199e+0
3.926e-2
2.587e-2
2.763e-1
2.531e-1
5.890e-2
4.214e-2

10 20 30
1.211e-2
1.008e-1
5.528e-2
5.124e-2
1.408e-1
7.219e-3
9.589e-2
2.305e+0
3.152e-2
1.195e-2
3.634e-1
2.969e-1
6.427e-2
1.159e+0

1.890e-2
5.255e-2
6.258e-2
6.298e-2
1.184e-1
1.593e-2
4.968e-2
2.173e+0
1.451e-2
1.522e-2
3.251e-1
3.273e-1
7.447e-2
7.229e-2

1.671e-2
6.055e-2
7.012e-2
5.958e-2
1.310e-1
1.453e-2
5.841e-2
1.191e+0
1.730e-2
2.246e-2
2.733e-1
2.972e-1
7.789e-2
7.475e-2

TABLE I: CoRA: mean of KLD of predicted and actual quantification for all quantifiers.

IMDb IMDb Bottom IMDb Top
Method 10 20 30

Infohiermap
Demon
Demon Density
EG1h
EG2h
Infohiermap AC
Demon AC
Demon Density AC
EG1h AC
EG2h AC
LBQ1h
LBQ2h
Baseline
wvRN

7.948e-3
1.321e-1
5.451e-2
1.716e-1
7.248e-1
7.830e-4
1.248e-1
1.267e-2
4.525e-4
1.359e+0
6.883e-4
1.052e-2
8.461e-3
3.196e-3

1.918e-2
1.599e-1
6.009e-2
1.916e-1
7.684e-1
4.996e-3
1.457e-1
1.202e-2
1.490e-4
5.452e-1
7.872e-5
3.967e-3
1.427e-2
6.541e-3

2.124e-2
1.759e-1
2.171e-2
1.065e-1
5.248e-1
2.188e-4
1.549e-1
1.108e-2
5.560e-5
3.711e+0
5.674e-3
8.692e-3
2.154e-3
7.053e-4

10 20 30
1.075e-1
2.570e-1
2.777e-1
2.856e-1
1.681e+0
1.024e-1
2.519e-1
2.908e-3
7.915e-1
7.915e-1
2.314e-1
1.323e-1
2.750e-1
4.486e-1

1.384e-1
4.254e-1
4.067e-1
4.215e-1
2.482e+0
1.353e-1
4.224e-1
3.852e-4
6.056e-1
6.056e-1
1.955e-1
7.828e-2
4.360e-1
5.672e-1

2.013e-1
5.762e-1
4.882e-1
5.029e-1
2.694e+0
1.991e-1
5.740e-1
7.043e-3
3.593e+0
3.593e+0
1.793e-1
3.484e-2
4.872e-1
5.368e-1

10 20 30
8.496e-3
5.177e-3
4.615e-1
5.155e-1
1.638e+0
3.328e-3
8.824e-6
2.040e-2
2.060e-2
2.465e+0
1.076e-1
2.069e+0
8.468e-2
1.432e-1

6.752e-3
1.617e-2
5.638e-1
5.761e-1
1.463e+0
3.661e-3
1.308e-2
4.241e-2
1.211e-2
1.915e+0
1.176e-1
6.573e-2
2.104e-1
2.257e-1

3.047e-3
6.159e-2
4.365e-1
5.162e-1
1.407e+0
8.415e-4
5.938e-2
6.925e-2
4.608e+0
1.795e+0
1.010e-1
6.638e-2
2.568e-1
3.309e-1

TABLE II: IMDb: mean of KLD of predicted and actual quantification for all quantifiers.

w.r.t. the degree distribution of the network may introduce a
drift on the label frequency: this is reflected by the results of
the baseline and LBQ which, increasing the size of the sample
worsen their KLD. Conversely, our approaches tend to increase
their performances as the size of Vu increases: this is due to the
greater connectivity that can be exploited to assign labels. In
CoRA and Google+ EG again registers the best KLD values,

while on IMDb a community-based method (DEMON) obtains
the best performances.
Top-k sampling: Similarly to the Bottom-k, the Top-k node
sampling introduces a distribution drift due to the unequal
probability for each node to be part of the Vu set. Contrary
to the previous sampling strategy, the real challenge here is
to correctly discriminate the information given by the high



Google+ School Google+ School Bottom Google+ School Top
Method 10 20 30

Infohiermap
Demon
Demon Density
EG1h
EG2h
Infohiermap AC
Demon AC
Demon Density AC
EG1h AC
EG2h AC
LBQ1h
LBQ2h
LBQ3H
Baseline
wvRN

5.723e-3
8.370e-3
8.710e-3
1.366e-3
2.255e-3
8.770e-3
3.047e-1
3.038e-1
4.333e-4
7.465e-4
2.867e-1
2.887e-1
2.830e-1
1.772e-3
2.206e-3

6.247e-3
1.309e-2
1.393e-2
1.685e-3
5.116e-3
2.744e-3
3.092e-1
3.081e-1
1.160e-3
3.504e-3
2.590e-1
2.581e-1
2.538e-1
3.396e-3
7.085e-3

6.126e-3
1.517e-2
1.661e-2
1.823e-3
5.017e-3
2.641e-3
3.150e-1
3.138e-1
1.354e-3
4.177e-3
2.623e-1
2.612e-1
2.555e-1
5.385e-3
4.391e-3

10 20 30
7.281e-3
2.375e-2
2.375e-2
6.584e-3
9.139e-3
6.004e-1
2.912e-1
2.900e-1
4.573e-3
2.913e-3
2.622e-1
2.543e-1
2.518e-1
2.375e-2
1.294e-2

5.620e-3
3.563e-2
3.563e-2
5.154e-3
7.984e-3
5.385e-1
2.840e-1
2.830e-1
3.424e-3
2.531e-3
2.512e-1
2.416e-1
2.390e-1
3.563e-2
1.657e-2

3.475e-3
4.276e-2
4.251e-2
6.316e-3
6.816e-3
4.822e-1
2.816e-1
2.810e-1
2.508e-3
1.795e-3
2.472e-1
2.376e-1
2.360e-1
4.261e-2
1.338e-2

10 20 30
4.862e-4
1.936e-3
2.159e-3
8.580e-4
3.752e-4
9.563e-1
2.910e-1
2.927e-1
1.411e-2
3.110e-2
4.284e-1
4.273e-1
4.221e-1
1.753e-1
1.881e-1

5.511e-4
1.638e-3
1.350e-3
5.801e-3
1.042e-3
1.061e+0
2.152e-1
2.202e-1
1.860e-3
1.407e-2
3.555e-1
3.555e-1
3.522e-1
1.180e-1
1.069e+0

2.011e-3
3.452e-4
3.875e-3
1.719e-2
1.159e-3
9.135e-2
1.887e-1
1.989e-1
2.531e-3
1.167e-2
3.163e-1
3.146e-1
3.138e-1
8.617e-2
4.037e-1

TABLE III: Google+: mean of KLD of predicted and actual quantification for all quantifiers.

connectivity of the unlabeled nodes. The selected nodes are
hubs: their high degree increases the probability of being
connected with nodes that do not share common labels. We
can observe how Baseline as well as LBQ and wvRN are
not able to record the best performances: community-based
approaches on CoRA, IMDb and Google+ show the overall
better accuracy.

4) Homophily estimation: Label Assortativity: To justify
the discussed results we have analyzed the degree of ho-
mophily of our three datasets: to do so, we have used a
network measure called assortativity. Assortativity measures
the preference of a node to attach to others that are similar in
some way, for this reason it can used as a proxy to estimate
the overall homophily level within a network w.r.t. a specific
feature (i.e. node degree). Due to the problem addressed and to
the three proposed test set construction strategies, we will focus
on a specific instantiation of this measure: Label Assortativity
which measures how much nodes tend to being connected with
similar labeled ones. To compute assortativity is commonly
used the Pearson correlation coefficient, that lies in [−1, 1]:
a positive value indicates a correlation between nodes with
similar labels, while a negative one denotes relationships
between nodes with different labels. When the correlation
is equal to 1, the network has a perfect assortative mixing
patterns, when it is equal to 0 it is non-assortative, while when
it is equal to −1 the network is completely disassortative.
CoRA and Google+ have high Label Assortativity (0.6233
and 0.8912, respectively): this reflects positively on the results
of the EG quantifiers, which (almost always) outperform the
other approaches, exploiting directly the homophily property.
Instead, on IMDb which has a lower Label Assortativity
(0.2787), i.e. lower homophily, community-based approaches,
which make use of broader information for assigning class
labels, outperform the other quantifiers.

5) Overlapping Community Discovery: Comparing the pro-
posed community-based algorithms on the datasets with lower
values of Label assortativity, we can note a significant predom-
inance of Infohiermap KLD scores over the DEMON’s ones.
Given the high KLD values of the latter we may conjecture
that overlaps can be a cause of misclassification: this result
is supported by the fact that avoiding the merging phase to

reduce the community’s size (as well as their overlaps) we
improve DEMON’s performances on all the datasets.

VII. CONCLUSION

In this work we have proposed two approaches for per-
forming quantification in complex networks. Our quantification
methods exploit the homophily effect observed in many social
networks. The first method, based on community discovery,
estimates class prevalence in a population by considering
the characteristics of the communities composing the entire
network, while the second approach infers the class of each
node in the network by observing the class distribution in its
neighborhood. The thorough experimental evaluation that we
have carried out shows that our methods outperform state-
of the-art quantifiers. Given the ever-growing availability of
social networks and social media, solving the quantification
problem on networks opens up new avenues for the estimation
of social indicators based on big data, provided that we can
rely on relatively small surveys of labeled data. Moreover,
in the experimental section we have seen that the proposed
approaches are stable w.r.t. variations on the criteria used to
build the test set. Such is an highly valuable property because
quantification major impact emerge when analyzing dynamic
networks: in such scenarios make assumption on the class
distribution of novel nodes is not an easy task and being able
to continuously providing a valid estimate can be crucial to
support decision processes.
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